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Abstract

This paper analytically examines two vibration paths rank ordering methods and critically investigates several path

identification issues. One method is the indirect interfacial path force estimation procedure that is employed in the well

known experimental transfer path analysis. The other method is path disconnect scheme that has been historically utilized

in industry to empirically find a dominant or defective path. In this article we utilize simplified, but pedagogical, discrete

vibratory systems to clarify the underlying principles of both methods and to assess the path rank orders. Our analysis is

limited to a linear time-invariant system (with only translating motions) under harmonic excitation and three distinct

parallel paths (with or without masses) are considered. Alternate formulations of the interfacial path forces, based on

direct and indirect methods, are derived. The indirect, yet exact, interfacial (path) force expressions could be used to

estimate time-averaged dissipated power and Lagrangian energy spectra in various sub-systems. Estimations using only the

driving point frequency response functions are emphasized, since they would ease the experimental burden. Next, the path

disconnect method is analytically formulated and related to the path connect scheme (assuming one path at a time). This

analysis reveals some useful relations among the path measures and the way a particular path could be connected or

disconnected. A laboratory experiment validates the simplified massless path model, which yields asymptotic trends.

Finally, all of the path rank orders are quantified and compared using many absolute and relative measures (based on

interfacial force, receiver motion and sub-system energy relationships). Direction for future work is briefly discussed.

r 2007 Elsevier Ltd. All rights reserved.
1. Introduction

Lately there has been considerable interest in the vibration transfer path analysis (TPA) [1–6], especially the
identification of structure-borne noise paths [7–11], since the industrial design practice demands an
unambiguous answer to the perennial question: Which paths are the most dominant? Traditionally,
practitioners have attempted to determine the relative contribution of parallel paths by disconnect one path at
a time and then measuring the resulting structural motions or sound pressures spectra, say at the receiver, in
the practical system under realistic loads. In such empirical investigations, boundary and interfacial conditions
ee front matter r 2007 Elsevier Ltd. All rights reserved.
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may vary from one to another experiment and consequently, path disconnect type experiments often do not
seem to yield meaningful conclusions and in some cases the results may even frustrate the investigators. In our
literature search, we could not find any scientific article that specifically discuss the path disconnect issues
though that particular scheme (or its variation) has been employed in many industries on a regular basis for
decades. To fill this void, we will examine the underlying concepts and intricacies associated with the path
disconnect scheme in this paper by developing a simplified five degrees-of-freedom (dof) linear vibratory
system model, as shown in Fig. 1. We will restrict our analysis to only three or two parallel structure-borne
paths (P) between a single source (S) and a single receiver (R) though many interesting combinations exist in
real life [4,6].

Alternately, we could employ the transfer path analysis, which is a relatively new approach to the path
identification or rank-ordering problem [8–13]. It should be noted that the transfer path analysis is primarily
an experimental method [14–17], though it could require considerable measurement effort. In particular, we
recently conducted a comparative path rank ordering study by using a laboratory source–path–receiver
(S–P–R) system based on the transfer path analysis concept [12]. In our experiment the vibration from the
source chamber was transmitted to receiver location through three mounts that acted as parallel paths. The
interfacial path forces and sound pressure were indirectly estimated by several methods, which were then
compared with direct measurements. Nevertheless, our experimental study did not yield consistent rank orders
of three structural paths. This has suggested that we must analytically examine the transfer path analysis
procedure and thereby determine the plausible sources of error that may occur in a purely experimental study.
Accordingly we will employ the key five degrees-of-freedom system example of Fig. 1 to critically assess the
path identification issues and to compare the rank orders that could be obtained by using two analytical
methods (namely the transfer path analysis and path disconnect scheme). Both absolute and relative path
measures, such as the interfacial forces [18–21], power flow [22–25], and the insertion losses, would be utilized
to quantity the parallel paths.
Source mS

Receiver mR

m1 m2 m3

kS cS

kR cR

k1S c1S k2S c2S k3S c3S

k1R c1R k2R c2R k3R c3R

Path 1 Path 2 Path 3

XS

XR

X3X1 X2

FS

Fig. 1. Key example: five degrees-of-freedom mechanical system depicting three parallel paths (P), single source (S) and single receiver (R).

Each path is assumed to possess mass as shown. Viscous damping element is associated with each spring.
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2. Problem formulation

Only translational motions (in the vertical direction) are considered for a linear time-invariant five degrees-
of-freedom system as shown in Fig. 1. Our analysis is restricted to the frequency domain as an external
harmonic force FSe

iot (frequency o in rad/s) is applied to the source mass mS. Forces are then transmitted into
the receiver mass mR through three (or two in some cases) parallel paths (with or without masses) as described
below. The source and receiver masses are connected by Voight type visco-elastic paths. Thus, the complex
stiffness concept at o is used: ~k ¼ k þ joc, where k is the storage stiffness and c is the related viscous damping
coefficient. Since the chief objective of this paper is to provide a theoretical foundation of the multiple
vibration transmission path analysis, we employ the two representative examples of Figs. 1 and 2, though
Source mS

Receiver mR

Path 1

kS cS

kR cR

k1 c1 k2 c2 k3 c3

XS

XR

FS

Path 3 Foam

Path 2 Thick Rubber

Path 1 Thin Rubber

Path 2 Path 3

Fig. 2. Discrete mechanical system with three parallel massless paths. (a) two degrees-of-freedom analytical system; (b) analogous

experiment. Three different isolators are inserted on the source side of each path in (b): 7mm rubber in Path 1 (right), 10mm rubber in

Path 2 (center) and 8mm foam in Path 3 (left).
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many real-life systems would require more detailed discretized models. The five degrees-of-freedom system
(with three path masses) is first studied computationally. Then analytical solutions are obtained for a four
degrees-of-freedom system (with two parallel paths with masses); Path 3 in Fig. 1 is completely removed.
Further, Fig. 2(a) shows a special case of a two degrees-of-freedom system (with three massless paths) since
some practical path systems, including the engine mounts [3,25], have been described without any mass
elements. Fig. 2(b) shows an analogous experiment that is used to simulate the two degrees-of-freedom system
of Fig. 2(a). Unless otherwise specified, the five degrees-of-freedom system of Fig. 1 is considered in our
analysis.

In order to correctly estimate the interfacial path forces in the transfer path analysis [8], the source structure
has to be completely removed from the system in order to obtain the frequency response functions of the
downstream sub-system. On the other hand, a traditional method of path rank ordering would connect only
one path at a time, and compare the resulting response with that of the system with all paths; this is designated
as the a scheme in our work, as depicted in Fig. 3(a). Alternatively we could sequentially remove or disconnect
only one path at a time and then observe changes in the receiver responses; we call this method as the b scheme
as shown in Fig. 3(b). It is interesting to note that when the ith path is disconnected, several boundary
conditions corresponding to that path are possible.

For the sake of illustration, we will investigate the following five path disconnect methods as shown in
Fig. 3(c). There are: remove the path completely (CM); disconnect on the source side and ground the end
(SG); disconnect on the receiver side and ground the end (RG); disconnect on the source side and leave it free
(SF); and disconnect on the receiver side and leave it free (RF). Consequently, in our nomenclature ‘‘a Path 1
with SG’’ (given by the subscripts a1: SG) means that only Path 1 is connected and all other paths are
disconnected on the source side and then grounded. Further, the subscript ‘‘All’’ indicates the all paths are still
connected.

An analysis of the different disconnect methods is needed because they could sometimes lead to erroneous
results. For instance, a path disconnect scheme could significantly change the eigensolutions of the system.
Therefore, we illustrate the above-mentioned concepts using the examples of Figs. 1–3 and provide an
analytical foundation for evaluating the competing path rank ordering methods.

Specific objectives of this paper are as follows. First, to establish indirect (yet exact) interfacial (path) force
estimation methods (used in transfer path analysis) with free or blocked boundary type frequency response
functions of the sub-system. Estimations which require only the driving point frequency response functions are
S S S S S

R R R R R

CM SF RFRGSG

Source

ReceiverReceiver

Source

Fig. 3. Path connect and disconnect methods used to rank order paths. (a) a scheme-only the ith path is connected, but other paths are

disconnected; (b) b scheme-only the ith path is disconnected, but other paths are still connected; (c) five ways of disconnecting the ith path:

remove the path completely (CM); disconnect on the source side and ground the end (SG); disconnect on the receiver side and ground the

end (RG); disconnect on the source side and leave it free (SF); disconnect on the receiver side and leave it free (RF).
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emphasized. We will analytically and computationally compare indirect and direct force estimation methods.
Second, to examine the path disconnect (b) and connect (a) methods analytically and find interrelationships
between the two schemes and some path measures based on the simplified system models. Finally, to quantify
and rank order the paths based on absolute and relative measures including energy-based calculations. In
particular, we will compare path rank orders by the interfacial forces (which are required in transfer path
analysis) and the path disconnect schemes (with basic system responses).

We begin the analytical treatment by recognizing that the parallel paths control the frequency response
functions and eigensolutions. Since paths themselves are considerably and non-proportionally damped, one
must use complex eigensolutions and/or the indirect matrix inversion methods to predict the frequency
response of the system. The governing equations of motion (in frequency domain) are given in matrix form as

½ ~K� o2M�X ¼ F, (1)

where M, ~K ¼ Kþ joC and C are, respectively, the mass, complex stiffness and viscous damping matrices of
the discrete system of dimension (or degrees-of-freedom) N. The ubiquitous ejot terms are omitted in this
paper for the sake of brevity. Bold symbols indicate matrix or vector. Hysteretic (structural) damping could
replace the viscous damping by using: ~K

0
¼ Kþ jChysteretic instead. For the five degrees-of-freedom system

(Fig. 1), the displacement amplitude vector is X ¼ (XS,X1,X2,X3,XR)
T, and the external harmonic force

amplitude vector is F ¼ (FS,0,0,0,0)
T. Define the response in frequency domain as

X ¼ Z�1F ¼ HF, (2)

where H and Z ð¼ ~K� o2MÞ are the dynamic compliance and dynamic stiffness matrices respectively. Eq. (2)
is used for analytical calculations in later sections. Further, we employ the generalized (complex) modal
expansion for the sake of computational efficiency [26].

X ¼
X2N

r¼1

uTr F

jo� lr

ur. (3)

In order to obtain ur and lr in Eq. (3), the following set of 2N equations shown in Eq. (4a) is solved. Here,
Uyr ¼ ½Ur; lrUr�

T and lr are the generalized (complex) eigenvector and eigenvalue, respectively, at the rth mode
of Eq. (4a). Further, ur ¼ Ur

� ffiffiffiffi
ar
p

and UyTAUy ¼ diag½ar�:

lAvþ Bv ¼ 0, (4a)

where

A ¼
C M

M 0

� �
; B ¼

K 0

0 �M

� �
and v ¼

X

V

� �
. (4b)

The system parameters used in our studies are estimated from the measured response of experimental
system of Fig. 2(b). The source and receiver sub-system parameters are first estimated by disconnecting all
paths. Then, parameters of each path are individually determined, which is essentially the result of a scheme
with the CM disconnect method. The estimated parameter set for the five and the two degrees-of-freedom
systems is given in Table 1. The frequency range of interest is up to 300Hz, and two to five distinct modes are
considered depending on the system. Note that Eqs. (2) and (3) give identical responses and thus one could use
either method for further calculations.
Table 1

Parameters of the five degrees-of-freedom system shown in Fig. 1

Stiffness elements k (N/mm) kS ¼ 27, kR ¼ 82, k1 ¼ 70, k2 ¼ 30, k3 ¼ 10

Damping elements c (Ns/m) cS ¼ 0.62, cR ¼ 4.8, c1 ¼ 10, c2 ¼ 5, c3 ¼ 8

Mass elements m (kg) mS ¼ 0.37, mR ¼ 0.37, m1 ¼ 0.15, m2 ¼ 0.10, m3 ¼ 0.07

External force amplitude (N) FS ¼ 1

The two degrees-of-freedom system of Fig. 2(a) is then obtained by assuming massless paths (m1 ¼ m2 ¼ m3 ¼ 0 kg).
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3. Absolute and relative path measures in frequency domain

Many measures to quantify the parallel paths exist, as evident from the literature [2]. In order to categorize
them, directional (absolute) measures of path are first introduced because they are useful for systems with only
translational or rotational motions. Energy-based and relative measures are formulated next. All path
measures are first presented and then applied to the five and the two degrees-of-freedom systems.

First, structural velocity amplitude (defined as V(o) ¼ joX(o)) based measures are given. The translational
mobility vector Y(o) given that the excitation is applied only at the source is given as: Y ¼ V=F S ¼

joZ�1ð1; 0; . . . ; 0ÞT. For example, the transfer mobility from source to receiver is YR ¼ VR/FS. Likewise, the
motion transmissibility (TR) from the source to the receiver is TR(o) ¼ VR/VS. Note that the motion
transmissibility is usually defined in the direction of excitation force. Next, the interfacial force from source
(or receiver) to path i is, respectively,

FiSðoÞ ¼ � ~kiSðX i � X SÞ and FiRðoÞ ¼ � ~kiRðX i � X RÞ. (5a,5b)

Eq. (5) may be called the direct method for the force estimation. Note that these forces include the
contribution of dampers.

Next, when a vibrating system has both translational and rotational motions, use of a directional measure
could give erroneous results because translational and rotational motions cannot be directly compared due to
differences in units [2,3]. Therefore, energy-based measures [24,25,27,28] such as the power expressions that
combine translational and rotational motions must be used. The time-averaged active power flow through a
point is

PðoÞ ¼
1

T

Z T

0

dt vTðtÞfðtÞ ¼
X

q¼x;y;z

1

2
VqFq cosðjVq

� jFq
Þ ¼

1

2
Re VHðoÞFðoÞ
� �

,

where vðtÞ ¼ VðoÞeiot, fðtÞ ¼ FðoÞeiot, and the conjugate transpose is given by superscript H. This paper deals
with only time-averaged powers and energies (in frequency domain). If these velocities and forces are
evaluated for a whole system, this power yields the dissipation function of the system [29,30]. By using Eq. (1),
the total active power is as follows:

PSys ¼
1

2
Re½VHF� ¼

1

2
Re VH ~K� o2M

� 	 V
jo


 �
¼

1

2
VHCV ¼

1

2
Re½V�SFS�. (6)

where complex conjugate is denoted by superscript *, and the subscript ‘‘Sys’’ means the value for the whole
system.

This formulation allows us to represent the dissipated power of the system by using only the velocity and
force at the driving point because only the driving point term remains after taking the vector product VH

F.
Note that P is positive because non-null (real symmetric) C is positive definite (VHCV40). Similarly, the
time-averaged energy flow for the whole system yields the mean (negative-valued) Lagrangian energy density
L (in frequency domain) [27]:

1
2
Re½XHF� ¼ 1

2
Re½XH ðKþ joC� o2MÞX� ¼ 1

2
XHKX� 1

2
VHMV,

¼ 1
2
Re X �SFS

� �
¼ Ek;Sys � Em;Sys ¼ �LSysðX;V;oÞ. ð7Þ

This is the difference between the kinetic (Em) and potential (Ek) energies, which could be either positive or
negative. For pure spring (k) or mass (m) elements, Eq. (7) would yield the time-averaged potential or kinetic
energy terms as Ek;Sys ¼ XHKX=2, Em;Sys ¼ VHMV=2, respectively. For instance, the averaged potential
energy in the receiver-grounding path (the visco-elastic (cR and kR, or ~kR) path in Figs. 1 and 2(a)) is

Ek;Rg ¼ �Re½X �RFRg�
�
2, where the minus sign comes from the positive force definition. The time-averaged

kinetic energy of a rigid body or mass element (B) is simply given from Ref. [28] as Em;B ¼ mBjV Bj
2
�
2. This

body may be receiver (R), source (S), or path i. Using Eq. (7), the time-averaged kinetic energy of path i

(mass mi) is obtained as Em;i ¼mijV ij
2
�
2 ¼ �Re½X �i F iS�

�
2�Re½X �i F iR�

�
2. The minus signs are due to the

negative sign of the Lagrangian (L). Next, the total time-averaged energy of the system is given by the energy
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function or Hamiltonian (in frequency domain) as

Ek;Sys þ Em;Sys ¼ VH qLSys

qV
� LSys ¼ VHMVþ

1

2
Re½X �SFS�

¼
1

2
PHM�1Pþ 1

2
XHKX ¼ HSysðX;P;oÞ. ð8Þ

Here, P( ¼ qL/qV) is the generalized momentum vector. Note that only the driving point
amplitudes, XS (or VS) and FS, define the time-averaged dissipated power and Lagrangian energy in
Eqs. (6) and (7) respectively. However, the total energy of Eq. (8) cannot be evaluated by driving point
amplitudes alone.

Lastly, when path(s) are disconnected by either a or b scheme with one of the five disconnect methods as
indicated in Fig. 3, the insertion loss (IL) concept may be utilized to characterize the ith path.

ILX ¼ 10 log10 X2
All Paths

� 
t

.
X2
a or b Path i

D E
t
ðdBÞ, (9)

where X is any computed measure of path i. Using this definition, a lower value of insertion loss in the a
scheme or a higher value of insertion loss in the b scheme would suggest that the particular path is
more dominant. When insertion loss assumes a negative value, the disconnected system should yield
higher vibration level than the original system. High values of insertion loss should yield a clear path order
since it is a relative measure. When the performance over a wide frequency range is desired, a spectral average
of any path measure may be useful; XAve ¼

PN
‘¼1jX‘j=N. Similarly, an averaged value of insertion loss is

defined as

ILX;Ave ¼ 10 log10
1

N

XN

‘¼1

X2
All Paths; ‘

D E
t

.
X2
a or b Path i;‘

D E
t
.

Here, the average is taken before the logarithm, and the square is not taken for power/energy measures. Note
that these spectral averages do not include any phase information. Alternately, averages may be found over
octave or one-third octave bands with phase.

4. Estimation of interfacial path forces

4.1. Estimation using a computational method

In the first stage of the transfer path analysis, the path forces are indirectly estimated since the interfacial
forces cannot be directly measured [8,19,20]. First, the frequency response functions (such as HP–R ¼ [X/F]P–R

or Hu,v ¼ Xu/Fv) are measured without the source structure because the compliance type frequency response
functions is found with free boundaries. The subscript P–R indicates a value measured for the path–receiver
sub-system. Then the operational motion (response) vector (X) is measured at the path locations with an
operating source. The upper path forces FiS transmitted through the parallel paths, under the operating
conditions, are estimated as

F ¼ H�1P2RX. (10)

By using the five degrees-of-freedom system of Fig. 1, a simulation is first performed. The upper path
forces, F1S, F2S and F3S, are estimated by using Eq. (10) and are shown in Fig. 4. The details of Eq. (10)
will be given in the next sub-section. As is seen in Fig. 4, the resulting spectra are identical to the one given
by the direct calculation of path forces as described by Eq. (5a) where the whole source–path–receiver
system matrix and vector are employed to obtain the response vector X. Fig. 4 shows three clear peaks,
which are at the first (48.8Hz), the third (138Hz) and the fifth (244Hz) modes. All motions participate in
these three modes. Next, expand Eq. (10) for the ith path and express it in terms of contributions from the
three paths:

FiS ¼ Zi;1X 1 þ Zi;2X 2 þ Zi;3X 3; i ¼ 1; 2; 3. (11)
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Eq. (10) with Method 1 or 4.
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Here, Zm,n ¼ Fm/Xn are dynamic stiffness terms with blocked boundary conditions of the downward sub-
system (explained in the next sub-section). Force spectra corresponding to these three terms in Eq. (11) are
shown in Fig. 5. Observe that the contribution from Path i term is more dominant than the other two terms in
the FiS decomposition over lower and higher frequency regions.
4.2. Analytical determination of exact path forces

The upper path force FiS may be obtained by the direct method (Eq. (5a)). However, the same force FiS can
be also obtained by using alternative analytical methods based on H or Z of the path–receiver sub-system.
Four equivalent methods that exactly determine the path force FiS are analytically described. For the sake of
analytical simplicity, only two parallel paths (Path 1 and 2) in Fig. 1 are considered to form the four degrees-
of-freedom system; Path 3 is completely removed.

In order to obtain the interfacial path force FiS (i ¼ 1, 2) of the four degrees-of-freedom source–
path–receiver (S–P–R) system, the equations of motion for the path–receiver sub-system in Fig. 6(a) are
considered. It is given by F ¼ ZP–RX or

F1S

F2S

0

0
B@

1
CA ¼

Z1;1 Z1;2 Z1;R

Z2;1 Z2;2 Z2;R

ZR;1 ZR;2 ZR;R

0
B@

1
CA

P2R

X 1

X 2

X R

0
B@

1
CA, (12)

where vectors F and X are operational responses for the whole source–path–receiver system. In order to obtain
the path–receiver sub-system frequency response functions, Zm,n or Hu,v, the source structure (mS and ~kS) and
the upper path springs and dampers ( ~k1S and ~k2S) must be removed. Then, Eq. (12) determines F1S and F2S

exactly. Next, rewrite Eq. (12) by inverting the system matrix as: X ¼ Z�1P2RF ¼ HP2RF or

X 1

X 2

X R

0
B@

1
CA ¼

Z1;1 Z1;2 Z1;R

Z2;1 Z2;2 Z2;R

ZR;1 ZR;2 ZR;R

0
B@

1
CA
�1

P2R

F1S

F2S

0

0
B@

1
CA ¼

H1;1 H1;2 H1;R

H2;1 H2;2 H2;R

HR;1 HR;2 HR;R

0
B@

1
CA

P2R

F 1S

F 2S

0

0
B@

1
CA. (13)
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Fig. 5. Contribution of terms to upper path force FiS spectra, where i ¼ 1, 2, 3. (a) F1S decomposition; (b) F2S decomposition; (c) F3S

decomposition. Key: ——, Path 1 term; – – – –, Path 2 term; � – � – � –, Path 3 term.
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Eq. (13) may be arranged only about the driving points (X1, X2) with the path forces (F1S, F2S). Accordingly,
the path forces are then obtained as

F1S

F2S

 !
¼

H1;1 H1;2

H2;1 H2;2

 !�1
P2R

X 1

X 2

 !
(14)

¼
Z01;1 Z01;2

Z02;1 Z02;2

 !
P2R

X 1

X 2

 !
. (15)

Note that the Zm,n terms in Eqs. (13) and (15) are different (superscript dash is added to Eq. (15) for that
reason), but that the Hu,v terms in Eqs. (13) and (14) are the same. Although Z 6¼H�1 in general where Z and H
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Fig. 6. Sub-systems of the four degrees-of-freedom system (obtained by completely removing Path 3 of Fig. 1). (a) Path–receiver sub-

system; (b) source–path sub-system; (c) sub-system developed without grounding the receiver; (d) sub-system developed without grounding

the source.
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are scalar, the inverse relations of Eqs. (13)–(15) hold true. It is because these sets of equations uniquely
determine the dynamics of the involved variables. Path forces in Eqs. (12) and (15) may be respectively
expanded as

FiS ¼ Zi;1

��
X2¼XR¼0

X 1 þ Zi;2

��
X1¼XR¼0

X 2 þ Zi;R

��
X1¼X2¼0

X R (16)

¼ Zi;1

��
X2¼0

X 1 þ Zi;2

��
X1¼0

X 2; i ¼ 1 or 2. (17)

Here, the subscripts on the Z terms, which are replaced with superscript dash, indicate that the blocked
boundary condition (BC) has to be imposed. The blocked condition is a virtual boundary for the stiffness type
frequency response functions such as F/X, F= _X and F= €X . Observe a difference in the blocked boundary
conditions in Eqs. (16) and (17), due to different equations used. If the stiffness (Z) type frequency response
functions are available, the estimation process should be simpler since the matrix inversion will no longer be
required. However, it is difficult to apply the blocked boundary conditions in experimental work. Conversely,
the free boundary conditions, which are employed by the compliance (H) type frequency response functions
such as X/F, _X=F and €X=F , are easy to implement, though some additional calculations and measurements
are required. Overall, the following four path force estimation methods, which should yield the exact path
force, are classified in terms of the frequency response function matrix employed. Method 1: Apply the direct
method with the stiffness (Z) type frequency response functions given blocked boundary conditions for the all
points of the path–receiver sub-system using Eq. (12) or (16). Method 2: Apply the inversion method with the
compliance (H) type frequency response functions given free boundary conditions for the all points of the
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path–receiver sub-system using Eq. (13) (F ¼ H�1P2RX). Method 3: Apply the direct method with the stiffness
type frequency response functions given blocked boundary conditions only for the driving points of the
path–receiver sub-system using Eq. (15) or (17). Method 4: Apply the inversion method with the compliance
type frequency response functions given free boundary conditions only for driving points of the path–receiver
sub-system using Eq. (14). This method is most widely used in practice [8,12,14–16]. The direct path force is
first analytically obtained by using Eq. (5a). Analytical details of the competing four methods are then given,
and some equivalence is also shown. Finally, the blocked boundary condition type frequency response
functions is derived to discuss its utility.

4.3. Closed form solution for path forces

The equations of motion (1) for the four degrees-of-freedom system (with only Path 1 and 2) are given by
F ¼ ZX, where F ¼ (FS, 0, 0, 0)

T, X ¼ (XS, X1, X2, XR)
T, M ¼ diag(mS, m1, m2, mR), and

~K ¼

~k1S þ
~k2S þ

~kS � ~k1S � ~k2S 0

� ~k1S
~k1S þ

~k1R 0 � ~k1R

� ~k2S 0 ~k2S þ
~k2R � ~k2R

0 � ~k1R � ~k2R
~k1R þ

~k2R þ
~kR

0
BBBB@

1
CCCCA. (18)

The harmonic response amplitude vector X is obtained as: X ¼ Z
�1
F ¼ HF. A closed form solution for this

case, in terms of XS, X1, X2 and XR, is given as follows:

X S ¼
FS

det Z
�m1m2mRo6 þ m1

~k2 þm2
~k1

� 	
mR þm1m2

~kb

� �
o4

�
� m1

~k1R þ
~kR

� 	
~k2R þ

~k2S
~kb

� 	
þm2

~k2R þ
~kR

� 	
~k1R þ

~k1S
~kb

� 	�
þmR

~k1
~k2

�
o2 þ ~ka þ

~kR
~k1
~k2

�
, ð19aÞ

X 1 ¼
F S

det Z
~k1S m2mRo4 � mR

~k2 þm2
~kb

� 	
o2 þ ~kR

~k2

� �
þ ~ka

� �
, (19b)

X 2 ¼
F S

det Z
~k2S m1mRo4 � mR

~k1 þm1
~kb

� 	
o2 þ ~kR

~k1

� �
þ ~ka

� �
, (19c)

X R ¼
FS

det Z
� m1

~k2S
~k2R þm2

~k1S
~k1R

� 	
o2 þ ~ka

� �
. (19d)

Here, detZ is the determinant of Z, and the followings symbols are defined for the sake of brevity;
~k1 ¼

~k1S þ
~k1R, ~k2 ¼

~k2S þ
~k2R, ~ka ¼

~k1S
~k1R

~k2 þ
~k2S

~k2R
~k1 and ~kb ¼

~k1R þ
~k2R þ

~kR. Next, expressions for the
(direct) path forces are obtained from Eq. (5a) as

F 1S ¼
FS

~k1S

det Z
�m1m2mRo6 � m1mR

~k2 þm1m2
~kb þm2mR

~k1R

� �
o4

�
� ~k2 m1

~k1R þ
~kR

� 	
þmR

~k1R

� 	
þm2

~k1R
~k2R þ

~kR

� 	
þm1

~k2S
~k2R

� �
o2 þ ~k1R

~kR
~k2

�
, ð20aÞ

F 2S ¼
FS

~k2S

det Z
�m1m2mRo6 � m2mR

~k1 þm1m2
~kb þm1mR

~k2R

� �
o4

�
� ~k1 m2

~k2R þ
~kR

� 	
þmR

~k2R

� 	
þm1

~k2R
~k1R þ

~kR

� 	
þm2

~k1S
~k1R

� �
o2 þ ~k2R

~kR
~k1

�
. ð20bÞ

4.4. Indirect force estimation using Method 1 or 3 with blocked boundaries

The dynamic stiffness matrix of Eq. (12) for Method 1 may be easily obtained by writing all equations for
the path–receiver sub-system. Another way would be to apply the blocked boundary conditions, and this
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method should be easier because only one mass could move under this blocked boundary conditions. For

instance, in order to find Z1;1

��
X2¼XR¼0

, block m2 and mR (X2 ¼ XR ¼ 0), and the governing equation for m1

gives Z1;1

��
X2¼XR¼0

¼ ~k1R � o2m1. When m1 and mR are blocked (X1 ¼ XR ¼ 0), Z1;2

��
X1¼XR¼0

¼ 0 because no

force is transmitted to m1. Other elements are obtained in the same manner. Note that Z is a symmetric matrix.
The resulting dynamic stiffness matrix for the four degrees-of-freedom system is

ZP2R ¼

~k1R � o2m1 0 � ~k1R

0 ~k2R � o2m2 � ~k2R

� ~k1R � ~k2R
~kb � o2mR

0
B@

1
CA. (21)

The upper path force FiS is obtained by Method 1 using Eqs. (12), (19) and (21). Method 1 matches well
with the direct method (20), which can be analytically proven. Thus,

FiS ¼ �
~kiSðX i � X SÞ¼ Zi;1

��
X2¼XR¼0

X 1 þ Zi;2

��
X1¼XR¼0

X 2 þ Zi;R

��
X1¼X2¼0

X R. (22)

Here, i ¼ 1 or 2 for the four degrees-of-freedom system, but the above procedure can handle any number of
parallel paths.

We next employ Method 3 for Eq. (15) or (17) with another blocked boundary. Although the Z matrix is
smaller, more analytical calculations are required since two masses could move, and then both equations have
to be simultaneously solved. First, block m2 (X2 ¼ 0) and solve the equations for m1 and mR. Next, block m1

(X1 ¼ 0) and similarly solve the equations for m2 and mR. Then,

X 1

X R

 !
¼

~k1R � o2m1 � ~k1R

� ~k1R
~kb � o2mR

 !�1
F 1

0

� �
;

X 2

X R

 !
¼

~k2R � o2m2 � ~k2R

� ~k2R
~kb � o2mR

 !�1
F 2

0

� �
. (23)

Eq. (23) gives the following elements of Z: Z1;1

��
X2¼0
¼ det ZX2¼0

�
~kb � o2mR

� 	
and Z2;2

��
X1¼0
¼

det ZX1¼0

�
~kb � o2mR

� 	
. Here, det ZX1¼0

¼ m2mRo4 � mR
~k2R þm2

~kb

� 	
o2 þ ~k2R

~k1R þ
~kR

� 	
and det ZX2¼0

¼ m1mRo4 � mR
~k1R þm1

~kb

� 	
o2 þ ~k1R

~k2R þ
~kR

� 	
. The off-diagonal terms are obtained from the force

balance equations. For instance, F2 ¼ �
~k2RX R under X2 ¼ 0 gives Z2;1

��
X2¼0

, which is equal to Z1;2

��
X1¼0

because of the symmetric property of Z; Z2;1

��
X2¼0
¼ � ~k1R

~k2R

�
~kb � o2mR

� 	
¼ Z1;2

��
X1¼0

. Thus, Z of Eq. (15)

is obtained as follows:

Z0P2R ¼
Z01;1 Z01;2

Z02;1 Z02;2

 !
P2R

¼
1

~kb � o2mR

det ZX2¼0
� ~k1R

~k2R

� ~k1R
~k2R det ZX1¼0

 !
� ZDr. (24)

From Eq. (17), F1S is given as

F 1S ¼ Z1;1

��
X2¼0

X 1 þ Z1;2

��
X1¼0

X 2 ¼
det ZX2¼0

~kb � o2mR

X 1 �
~k1R

~k2R

~kb � o2mR

X 2. (25)

By substituting Eq. (19) into Eq. (25), we have analytically proven that Eq. (25) yields the same force as
Eq. (20a). Likewise, the force F2S can be verified.
4.5. Indirect estimation using Methods 2 and 4 with free boundaries

Method 2 can be easily proven without obtaining all of the Hu,v terms. First, apply F1 on m1 in the
path–receiver sub-system with the free boundary condition. Next, apply F2 on m2, and lastly apply FR on mR

to obtain the elements of compliance vectors as ðX 1;X 2;X RÞ
T
�

F 1 ¼ Z�1P2Rð1; 0; 0Þ
T, ðX 1;X 2;X RÞ

T
�

F2 ¼ Z�1P2Rð0; 1; 0Þ
T, and ðX 1;X 2;X RÞ

T
�

F 3 ¼ Z�1P2Rð0; 0; 1Þ
T. These three equations may be combined to yield

HP2R ¼ Z�1P2R. The inverse relation can be seen in Eq. (13).
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By calculating the matrix inversion Z�1P-R of Eq. (21), Method 4 may be analytically formulated. Since Hu,v

terms in Eqs. (13) and (14) are the same, H matrix in Eq. (14) is constructed as follows:

HDr �
H1;1 H2;1

H2;1 H2;2

 !
¼

1

det ZP2R

HNum
1;1

~k1R
~k2R

~k1R
~k2R HNum

2;2

0
@

1
A, (26a)

HNum
1;1 ¼ m2mRo4 � mR

~k2R þm2
~kb

� 	
o2 þ ~k2R

~k1R þ
~kR

� 	
, (26b)

HNum
2;2 ¼ m1mRo4 � mR

~k1R þm1
~kb

� 	
o2 þ ~k1R

~k2R þ
~kR

� 	
, (26c)

det ZP2R ¼ �m1m2mRo6 þ m1m2
~kb þmR m1

~k2R þm2
~k1R

� 	� �
o4

� m1
~k2R

~k1R þ
~kR

� 	
þm2

~k1R
~k2R þ

~kR

� 	
�mR

~k1R
~k2R

� �
o2 þ ~k1R

~k2R
~kR. ð26dÞ

The subscript Dr in Eq. (26a) indicates that the frequency response function matrix is found only at the
driving points. By further calculating the matrix inversion of Eq. (26), it can be shown that H�1Dr ¼ ZDr. In
summary, the four methods yield exactly the same path forces. Fig. 4 compares direct (5a) and indirect
Methods 1 and 4 for the five degrees-of-freedom system with 3 paths. Of the four methods described above,
Method 1 is analytically the easiest, but experimentally most difficult because of the blocked boundary
conditions. Furthermore, in finite element solutions, determination of Hu,v or Zm,n terms for all field points
(nodes) might be unrealistic. On the other hand, Method 4 is the easiest to implement and thus commonly used
in practice.

4.6. Determination of other interfacial forces

The interfacial forces in lower paths and source or receiver-grounding paths can be obtained in a similar
manner. First, the exact lower path forces, F1R and F2R, of the four degrees-of-freedom system are obtained by
considering the source–path (S–P) sub-system of Fig. 6(b). The equations for the source–path sub-system are
given by F ¼ ZS–PX, or

FS

F1R

F2R

0
B@

1
CA ¼

ZS;S ZS;1 ZS;2

Z1;S Z1;1 Z1;2

Z2;S Z2;1 Z2;2

0
B@

1
CA

S2P

X S

X 1

X 2

0
B@

1
CA, (27)

where F and X are the operational responses of the whole source–path–receiver system, and the Z terms are
obtained for the source–path sub-system. Eqs. (14) and (27) indicate that more frequency response functions
are needed to obtain the lower path force FiR than the upper path force FiS.

FiR ¼ Zi;S

��
X1¼X2¼0

X S þ Zi;1

��
XS¼X2¼0

X 1 þ Zi;2

��
XS¼X1¼0

X 2 i ¼ 1 or 2. (28)

As a computational result, Fig. 7(a) compares the 3 path spectra for the five degrees-of-freedom system.
Again, the direct force FiR by Eq. (5b) completely agrees with the estimated FiR by Eq. (28); it can be
analytically proven in a similar manner. Further, the FiR spectra show similar trends (except around 190Hz)
with the FiS spectra in Fig. 4. On the other hand, the driving point estimation as expressed below by Eq. (29)
differs, since the frequency response functions about FS are missing:

F1R

F2R

 !
�

H1;1 H1;2

H2;1 H2;2

 !�1
S2P

X 1

X 2

 !
. (29)

Here, the matrix inverse in Eq. (29) produces pseudo (non-exact) dynamic stiffness Z.
Next, in order to estimate the transmitted force FRg to the receiver from the receiver-grounding path,

the path spring and damper ( ~kR) are removed or disconnected from the system, as shown in Fig. 6(c).
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Fig. 7. Interfacial and transmitted force spectra. (a) Downward path forces FiR; (b) forces transmitted by the source (FSg) and receiver

(FRg) sub-systems into the ground. Key: (a) ——, FRg; – – – –, F2R; � – � – � –, F3R. (b) ——, FSg; – – – –, FRg, � � � � � , FS. Both direct and

indirect methods yield the same results. (Each line represents 2 lines corresponding to direct and indirect methods.)
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The equation for this sub-system is F ¼ Zw/o kRX or F S; 0; 0;FRg

� 	T
¼ Zw=o kRðX S;X 1;X 2;X RÞ

T. This yields
the indirect exact force FRg as the summation of the 4 terms. However, by taking an inverse of Zw/o kR, forces
FRg and FS are estimated as

FS

FRg

 !
¼

HS;S HS;R

HR;S HR;R

 !�1
X S

X R

 !
¼

Z0S;S Z0S;R

Z0R;S Z0R;R

 !
X S

X R

 !
, (30)

where the dash indicates different blocked boundary conditions. Eq. (30) gives yet another form of the exact
force FRg:

FRg ¼ ZR;S

��
XR¼0

X S þ ZR;R

��
XS¼0

X R. (31)

Fig. 7(b) confirms the equivalence of FRg estimated by FRg ¼ �
~kRX R (direct method) and Eq. (31) for the

five degrees-of-freedom system.
Lastly, in order to determine the transmitted force FSg from the source to the ground, the source spring and

damper ( ~kS) are removed from the original system, as shown in Fig. 6(d). The equation for this sub-system is
F ¼ Zw=o kSX or ðFS þ FSg; 0; 0; 0Þ

T
¼ Zw=o kSðX S;X 1;X 2;X RÞ

T. This equation gives FSg as a summation of
four terms minus the excitation force FS. Similarly, by taking an inverse of Zw/o kS, a simplified form is
obtained as

FSg ¼ H�1S;SX S � F S ¼ H�1S;1X 1 � FS ¼ H�1S;2X 2 � FS ¼ H�1S;RX R � F S. (32)
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Table 2

Summary of the impedance terms required for the exact determination of interfacial forces for the four degrees-of-freedom system (with

Path 1 and 2)

Interfacial force Minimum impedance terms required

With blocked BC With free BC

FiS Zi;1

��
X2¼0

and Zi;2

��
X1¼0

H1;1 H1;2

H2;1 H2;2

 !

FiR Zi;S

��
X1¼X2¼0

;Zi;1

��
XS¼X2¼0

and Zi;2

��
XS¼X1¼0

HS;S HS;1 HS;2

H1;S H1;1 H1;2

H2;S H2;1 H2;2

0
B@

1
CA

FSg ZS;S ;ZS;1;ZS;2 or ZS;R* HS;S ;HS;1;HS;2 or HS;R

FRg ZR;S

��
XR¼0

and ZR;R

��
XS¼0

HS;S HS;R

HR;S HR;R

 !

Here, * denotes without blocked boundary condition.
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Here, a scalar inverse relationship H�1S;i ¼ Zi;S

��
N=A

(i ¼ S, 1, 2 or R) may be defined, where the subscript N/A
means ‘‘no blocked boundary conditions’’. The first equation in Eq. (32) is

X S

F S þ FSg
¼

X S

FS

� �
. (33)

The right-hand side of Eq. (33) is dynamic compliance of the sub-system in Fig. 6(d) where FS is the applied
force of any amplitude (as long as the system is linear) and XS is the response [31]. In Eq. (33), FSg is the source
to ground path force (defined by ~kS) of the original system, and XS is the response to FS. Fig. 7(b) shows that
the direct force obtained by using FSg ¼ �

~kSX S matches well with the FSg estimated by Eq. (32) for the five
degrees-of-freedom system. Also, the peaks around 244Hz (Path 1 mode) disappear in Fig. 7(b). Finally,
Table 2 summarizes the minimum terms of Hu,v and Zm,n that are needed to estimate interfacial forces.
5. Energy flow in the parallel path system

The time-averaged active power and energy expressions are applied to the five degrees-of-freedom system of
Fig. 1. Recall that the total dissipated power and the Lagrangian energy of the system can be estimated by
using only the driving point velocity and force as given by Eqs. (6) and (7) respectively. The interfacial forces
determined by using direct or indirect methods are used for calculations. The same driving point concept is
now applied to all sub-systems: the source (mS and ~kS), the three separate paths (each with mi, ~kiS and ~kiR),
and the receiver (mR and ~kR).

To start with, the dissipated power and the Lagrangian energy in the ith path are

Pi ¼
1

2
Re½V�SFiS� þ

1

2
Re½V�RFiR�; Li ¼ �

1

2
Re½X �SFiS� �

1

2
Re½X �RF iR�. (34a, 34b)

Note that the sign of each term depends on the definition of positive force. The driving points for
the ith path sub-system are the source–path and path–receiver connection points. The power Pi spectra are
plotted in Fig. 8. Observe that the power spectra assume only positive values at all frequencies [13]. The total
dissipated power and Lagrangian energy within all of the paths are given by PP ¼

P3
i¼1Pi and LP ¼

P3
i¼1Li,

respectively. Likewise, the dissipated power in upper and lower paths may be obtained by separately
considering ~kiS and ~kiR elements whose sum also gives Pi. However, to obtain Li in this manner, the kinetic
energy within the path has to be considered as well. Secondly, the dissipated power within the receiver is
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Fig. 9. Potential and kinetic energy spectra. (a) Potential energy ratios for all paths; (b) kinetic energy ratios for all paths. Key: (a) ——,

Ek,1/Ek,P; – – – –, Ek,2/Ek,P; � – � – � –, Ek,3/Ek,P. (b) ——, Em,1/Em,P; – – – –, Em,2/Em,P; � – � – � –, Em,3/Em,P.
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obtained by considering only the driving points for the sub-system.

PR ¼ �
X3
i¼1

1

2
Re½V�RF iR�; PRg ¼ �

1

2
Re½V�RFRg� (35a, 35b)

Since the mass mR does not dissipate any energy, the dissipated power in the receiver sub-system and in the
receiver-grounding path (given by ~kR) are the same. Thus, PR ¼ PRg. The results shown in Fig. 8 confirm,
computationally, the above because identical spectra are found. Also, observe that the path sub-systems
dissipate more powers than the source or receiver sub-system beyond 100Hz. On the other hand, the
Lagrangian energy expression includes the kinetic energy of the receiver mass mR:

LR ¼
X3
i¼1

1

2
Re½X �RFiR� ¼

1

2
mRjVRj

2 þ
1

2
Re½X �RFRg�. (36)
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Thirdly, the dissipated power and the Lagrangian energy within the source are:

PS ¼ PSys �
X3
i¼1

1

2
Re½V�SFiS�; PSg ¼ �

1

2
Re½V�SFSg�, (37a, 37b)

LS ¼ LSys þ
X3
i¼1

1

2
Re½X �SFiS� ¼

1

2
mSjV Sj

2 þ
1

2
Re½X �SFSg�. (38)

Again, since the source mass mR does not dissipate energy, the active power dissipated in
the source grounding path gives the same value. However, the Lagrangian energy to the source sub-system
is expressed by subtracting the potential energy of the grounding path from the kinetic energy of the source
mass.

Here, the total dissipated power and the Lagrangian energy of the entire system are:

PSys ¼
1

2
Re½V�SF S� ¼ PS þPP þPR; LSys ¼ �

1

2
Re½X �SFS� ¼ LS þ LP þ LR (39a, 39b)

Recall that the Lagrangian energy defined by Eq. (7) assumes both positive and negative values, and thus it
may not be an efficient measure to compare paths or systems. The power or energy ratios can be further
defined. For example, the dissipated power ratios are PS/PTot, PP/PTot and PR/PTot.

Next, the time-averaged potential energy is estimated for all spring and damper (massless) sub-systems based

on Eq. (7). For instance, the potential energy into the receiver-grounding path is Ek;Rg ¼ �Re½X �RFRg�
�
2, and

the potential energy of the ith path is Ek;i ¼ Re X �S � X �i
� 	

F iS

� ��
2þRe X �R � X �i

� 	
F iR

� ��
2. Fig. 9(a) compares

paths using the potential energy ratios, defined for the ith path as Ek,i/Ek,P, where Ek;P ¼
P3

i¼1Ek;i. In general,

the ratio spectra show the path rank order more clearly, especially at the resonant frequencies (e.g. at 49Hz);
compare Fig. 9 with Fig. 8.

Finally, the time-averaged kinetic energy of each inertial body (B) is calculated from Em;B ¼MBjV Bj
2
�
2.

Fig. 9(b) compares paths in terms of the kinetic energy ratios, defined as Em,i/Em,P, where Em;P ¼
P3

i¼1Em;i.
From Fig. 9(a) and (b), the path rank order is: Path 1 (dominant), 2, and 3 (least dominant) over lower and
higher frequency ranges. This agrees with the order of path stiffness and mass values, respectively.
6. Path disconnect and connect methods for massless path system

We start with the simplest two degrees-of-freedom system of Fig. 2(a) with the parameters of Table 1
(without path masses). Since the path masses are negligible, we should be able to find some relationship
between the a and b schemes of Fig. 3. Note that for a massless path model the SF and RF disconnect methods
(see Section 2, paragraph 3 for definitions) of Fig. 3(c) are essentially the same as the CM disconnect method.
The mobility matrix Y for the two degrees-of-freedom system of Fig. 2 is

YAll ¼
jo

det ZAll

�o2mR þ
~kPT
þ ~kR

~kPT

~kPT
�o2mS þ

~kPT
þ ~kS

 !
, (40)

where det ZAll ¼ �o2mS þ
~kPT
þ ~kS

� 	
�o2mR þ

~kPT
þ ~kR

� 	
� ~k

2

PT
, and ~kPT

¼ ~k1 þ
~k2 þ

~k3 are defined for
the sake of brevity. Then, velocity amplitude vectors are given as follows, given the harmonic force within the
source: ðV S;VRÞ

T
All ¼ YAllðFS; 0Þ

T. Also, other mobility matrices for the disconnected path systems may be
easily found by modifying Eq. (40). Now, consider two types of insertion loss terms. First, find the insertion
loss (in dB) based on VR (and thus YR), and then calculate this insertion loss based on FRP (total force
transmitted to the receiver through all connected paths). Both expressions are found to be identical, as shown
below, for the a or b scheme with the CM disconnect method:

ILYR ;CM ¼ ILFRP ;CM ¼ 20 log
~kPT

det ZCM

~ke det ZAll

�����
�����, (41)
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where det ZCM ¼ �o2mS þ
~ke þ

~kS

� 	
�o2mR þ

~ke þ
~kR

� 	
� ~k

2

e . In the subsequent expressions, the ~ke symbol

refers to both a and b schemes by one expression. Here, ~ke is defined as ~ke ¼
~ki for the a scheme for the ith

path, but ~ke ¼
~kPT
� ~ki for the b scheme for the ith path. Both of the equations in Eq. (41) are plotted in

Fig. 10, which confirms the identity. Fig. 10 also shows a more clear path rank order that is consistent with
other measures (discussed again in Section 8). Next, we consider the transmissibility (TR) with the CM and
RG disconnect methods since they are identical:

TRCM ¼ TRRG ¼
~ke

�o2mR þ
~ke þ

~kR

�����
�����. (42)

For the SG disconnect method of Fig. 3(c), three specific relations are found in terms of insertion loss based
on motion transmissibility. From TRSG ¼

~ke

�
ð�o2mR þ

~kPT
þ ~kRÞ

�� ��, ILTR; SG is now given as follows in
terms of complex-valued stiffness terms:

ILTR;SG ¼ 20 log10

~kPT

~ke

�����
�����. (43)

First, Eq. (43) explains that ILTR; SG is governed by the storage stiffness in lower frequency regime and by
the viscous damping in higher frequency regime, as given by the following asymptotic approximations:

ILTR;SG � 20 log10
kPT

ke

at lower o; ILTR;SG � 20 log10
cPT

ce

at higher o. (44a, 44b)

In particular, we observe that there is a transition regime in the ILTR; SG spectrum where the system

resonances would dominate. Second, by observing the following fundamental relation ~ki= ~kPT
þ ð ~kPT

� ~kiÞ=

~kPT
¼ 1, we derive an analytical relationship 10�ILTR;ai:SG=20 þ 10�ILTR;bi:SG=20 ¼ 1 from Eq. (43). Thus the

following correlation between the a and b schemes, for the system of Fig. 2(a), is found as

ILTR;ai:SG ¼ �20 log10 1� 10�ILTR;bi:SG=20
h i

, (45a)

ILTR;bi:SG ¼ �20 log10 1� 10�ILTR;ai:SG=20
h i

. (45b)
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Third, when the individual path mobility is defined as Y P
i ¼ jo

�
~ki, the combined (total) mobility of 3

(or more) parallel massless paths is 1=Y T ¼
P

i1=Y P
i . Thus, Eq. (43) may be expressed as

ILTR;ai:SG ¼ 20 log10
1
�

Y PT

1
�

Y P
i

�����
�����; ILTR;bi:SG ¼ 20 log10

1
�

Y PT

1
�

Y PT
� 1
�

Y P
i

�����
�����. (46a, 46b)

Fig. 11 is plotted over a broad frequency range to show the distinct frequency regimes given by Eq. (44), and
compares specific relations of Eqs. (45) and (46) with the direct estimation (43). The formulation with
individual path mobilities (46) gives almost identical results (with no visible error) in Fig. 11 with Eq. (43), but
the a�b scheme correlation (45) deviates from them only in the transition regime (approximately from 100 to
3000Hz) where resonances dominate. Deviations show that the path masses must be included for improved
calculations.

The experimental system of Fig. 2(b) was developed to validate the analytical formulation. Accordingly, the
steel source and receiver bodies were chosen to be significantly heavier than the aluminum path rods. The
visco-elastic isolators were placed at the source end. In order to experimentally find the relations given by
Eqs. (43)–(46), the grounding condition (SG) is implemented by installing a large mass at the end of that path.
Measured ILTR spectra for the b scheme with the SG disconnect method are compared in Fig. 12 with
theoretical predictions. Experimental results reveal some more peaks that are related to the resonances of the
sub-systems, such as the receiver and source beams, which are not modeled by the two degrees-of-freedom
system. A larger error occurs in the stiffer path system, but the softest path system is well approximated by a
straight line. Thus the massless path approximation has been found to be valid over the lower frequency range.
This experimental example demonstrates that the path rank ordering process becomes much clearer in this
specific case.
7. Path disconnect and connect methods for a system with path masses

Over a wider frequency range, the path masses cannot be ignored and we go back to the five degrees-of-
freedom system of Fig. 1 with assumed m1 ¼ 0.15, m2 ¼ 0.10 and m3 ¼ 0.07 (kg), already used in the studies of
Sections 4 and 5. The mobility expression is given as Y ¼ joZ�1ð1; 0; 0; 0; 0ÞT, where Z is the dynamic stiffness
matrix of the five degrees-of-freedom system. All path measures of Section 3 are then calculated. Fig. 13(a)
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disconnect on the source side and ground the end.
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shows the effect of path masses on the receiver mobility. Observe that two resonances of the five degrees-of-
freedom system are not clear due to the relatively high damping. Further, Fig. 13(b) shows the individual path
mobility Y P

1 (for Path 1), which clearly shows a resonance peak introduced by the mass of Path 1.
The specific relations given by Eqs. (41) and (42) are extended to the five degrees-of-freedom system for a more

generic formulation. First, taking advantage of the mathematical cancellation effects when the insertion loss is
estimated, define the path modification ratios (S) based on receiver velocity (VR) and mobility (YR), force from/
to receiver grounds (FRg), time-averaged kinetic (Em,R), potential (Ek,R) and Lagrangian (LR) energies and
dissipated power (PR) in receiver. Such ratios result in the following insertion loss (in dB) identities.

ILVR
¼ ILYR

¼ ILFRg
¼ ILEm;R

¼ ILEk;R
¼ ILLR

¼ ILPR
, (47a)
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where

Sab ¼
V2

R;All

V 2
R;ab

¼
Y 2

R;All

Y 2
R;ab

¼
F2

Rg;All

F 2
Rg;ab

¼
Em;R;All

Em;R;ab
¼

Ek;R;All

Ek;R;ab
¼

LR;All

LR;ab
¼

PR;All

PR;ab
. (47b)

Here, the denominator could refer to any of the five disconnect methods for the a or b scheme in Fig. 3. These
identities could permit a simplified and consistent comparison of paths.

Next, the specific relation of motion transmissibility given in Eq. (42) is extended as

TRCM ¼ TRRG ¼ TRRF. (48)

We analytically prove the above for the five degrees-of-freedom system of Fig. 1. Consider a generic
translational system of dimension N where the input and output are at the first and the last (Nth) degree-of-
freedom, respectively. Then, the velocity amplitude vector is given by

V ¼ joZ�1F ¼
jo

det Z

zc
1;1 � � � zc

N ;1

..

. ..
.

zc
1;N � � � zc

N ;N

0
BBB@

1
CCCA

F S

0

..

.

0
BB@

1
CCA, (49)

where zc
i;j ¼ ð�1Þ

iþjminorjZi;jj is the co-factor of zi,j, and minorjZi;jj is the minor of Z with respect to the ith
row and the jth column. Note that motion transmissibility (TR) is the ratio of two velocity magnitudes, but
purely from a mathematical view point, TR is the ratio of the corresponding two co-factors for a single input,
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single output system:

TR ¼
V R

V S

¼
zc
1;N

zc
1;1

. (50)

In order to reduce the amount of calculation for Eq. (50), notice that zc
1;1 and zc

1;N share a major part of their
determinants. Thus, we could reduce the calculation by expanding the determinants about the non-covalent
columns as

zc
1;1 ¼ z2;N ð�1Þ

1þðN�1Þminor ZS
z2;N

��� ���þ � � � þ zN ;N ð�1Þ
2ðN�1Þminor ZS

zN;N

��� ���, (51a)

zc
1;N ¼ ð�1Þ

1þN z2;1ð�1Þ
1þ1minor ZR

z2;1

��� ���þ � � � þ zN ;1ð�1Þ
ðN�1Þþ1minor ZS

zN;1

��� ���h i
, (51b)

where ZS and ZR are the sub-matrices of Z formed by excluding the first row and the first column, and the first

row and the Nth column, respectively. The minor ZS
zi;j

��� ��� is with respect to the row and the column where the

component zij exists. Here, note that minor ZS
zi;N

��� ��� ¼ minor ZR
zi;1

��� ���ð¼ giÞ for i ¼ 2,y,N since they are the

common to zc
1;1 and zc

1;N . Then, the ratio of zc
1;N to zc

1;1 is written as

TR ¼
zc
1;N

zc
1;1

¼

PN
i¼2ð�1Þ

iþ1zi;1giPN
i¼2ð�1Þ

izi;Ngi

, (52)

where zc
1;1 ¼

PN
i¼2ð�1Þ

Nþizi;Ngi and zc
1;N ¼

PN
i¼2ð�1Þ

Nþ1þizi;1gi. Eq. (52) can simplify the calculation of Eq.
(50). For example, the gi terms for the b scheme for Path 1 (with the RG or RF disconnect method) of the five
degrees-of-freedom system are:

g2; b1:RG ¼ 0;

g3; b1:RG ¼
~k2R

~k1 � o2m1

� 	
~k3 � o2m3

� 	
;

g4; b1:RG ¼ �
~k3R

~k1 � o2mP1

� 	
~k2 � o2m2

� 	
;

g5; b1:RG ¼
~k1 � o2m1

� 	
~k2 � o2m2

� 	
~k3 � o2m3

� 	
;

8>>>>><
>>>>>:

g2; b1:RF ¼ 0;

g3; b1:RF ¼
~k2R

~k1S � o2m1

� 	
~k3 � o2m3

� 	
;

g4; b1:RF ¼ �
~k3R

~k1S � o2m1

� 	
~k2 � o2m2

� 	
;

g5; b1:RF ¼
~k1S � o2m1

� 	
~k2 � o2m2

� 	
:

8>>>>><
>>>>>:

(53)
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Fig. 14. Motion transmissibility (TR) spectra using the a scheme with CM, RF or RG disconnect method in the system of Fig. 1.
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and RG methods. (Each line represents 3 lines corresponding to CM, RF or RG disconnect methods.)
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Here, ~k3 ¼
~k3S þ

~k3R is defined as well. By additionally defining g03 ¼
~k2R

~k3 � o2m3

� 	
, g04 ¼ �

~k3R
~k2�
�

o2m2Þ and g05 ¼
~k2 � o2m2

� 	
~k3 � o2m3

� 	
, the motion transmissibility is given as

TRb1:RG ¼ TRb1:RF ¼
~k2Sg03 �

~k3Sg04

� ~k2Rg03 þ
~k3Rg04 þ ð

~k2R þ
~k3R þ

~kR � o2mRÞg
0
5

. (54)

Since the CM disconnect method reduces the dimension of the system, TRb1:CM may be directly calculated
from Eq. (50) and then using the identity relation:

TRb1:CM ¼ TRb1:RG ¼ TRb1:RF. (55)

The motion transmissibility expressions for the other five a or b schemes could be derived in the same way,
which will finally prove Eq. (48). As a computational proof of Eq. (48), motion transmissibility spectra for the
a scheme are shown in Fig. 14. Observe that the three disconnect methods CM, RF and RG give identical
spectra for the a scheme (when applied to Paths 1, 2 and 3).
Table 3

Spectrally averaged insertion loss (IL) values in dB based on the receiver mobility (YR) and motion transmissibility (TR) for the a and b
schemes for the five degrees-of-freedom system

Disconnect method Insertion loss (dB) Spectrally averaged value

a scheme b scheme

Path 1 Path 2 Path 3 Path 1 Path 2 Path 3

CM ILY 3.4 15.1 28.9 14.0 2.3 0.1

ILTR* 2.4 14.2 27.5 13.3 2.0 0.2

SG ILY 6.6 14.5 28.2 13.5 4.7 1.0

ILTR 3.6 13.6 26.9 12.6 2.6 0.6

RG ILY 8.9 17.9 29.2 15.8 6.4 1.5

ILTR* 2.4 14.2 27.5 13.3 2.0 0.2

SF ILY 6.9 18.8 31.9 17.4 5.7 0.2

ILTR 10.1 17.0 29.9 15.0 8.4 1.3

RF ILY 5.1 17.9 30.6 16.4 4.1 0.3

ILTR* 2.4 14.2 27.5 13.3 2.0 0.2

Various disconnect methods are shown in Fig. 3. Here, * indicates the identities of Eq. (48).

Table 4

Spectrally averaged insertion loss (IL) values in dB based on the receiver mobility (YR) and motion transmissibility (TR) for the a and b
schemes for the two degrees-of-freedom system of Fig. 2(a)

Disconnect method Insertion loss (dB) Spectrally averaged value

a scheme b scheme

Path 1 Path 2 Path 3 Path 1 Path 2 Path 3

CM ILY 4.8 14.8 23.6 11.3 3.1 0.6

ILTR* 4.6 14.0 22.8 10.6 3.0 0.8

SG ILY 5.2 12.2 21.6 9.4 3.7 1.0

ILTR 4.0 11.4 19.1 8.5 2.7 0.9

RG ILY 8.2 16.7 24.2 14.2 6.0 1.5

ILTR* 4.6 14.0 22.8 10.6 3.0 0.8

Here, * indicates the identities of Eq. (42).
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Table 5

Spectrally averaged values of absolute path measures for the five degrees-of-freedom system (Fig. 1)

Absolute path measure (units) Spectrally averaged value {path rank}

Path 1 Path 2 Path 3

Mean-square velocity 0:5jVij
2 ðmm2=s2Þ 72.7 {3} 76.8 {2} 90.7 {1}

Upper path force � ~kiSðX i � X SÞ ðNÞ 0.502 {1} 0.232 {2} 0.105 {3}

Lower path force � ~kiRðX i � X RÞ ðNÞ 0.590 {1} 0.234 {2} 0.102 {3}

Dissipated power from Eq. (42a) (mW) 307 {1} 150 {3} 284 {2}

Dissipated power ratio Pi/PP (%) 45.7 {1} 19.4 {3} 34.8 {2}

Kinetic energy 0:5Mi Vij j
2 ðmJÞ 10.9 {1} 7.68 {2} 6.34 {3}

Kinetic energy ratio Em,i/Em,P (%) 55.4 {1} 30.7 {2} 13.9 {3}

Potential energy from Eq. (47) (mJ) 5.19 {1} 2.61 {2} 1.67 {3}

Potential energy ratio Em,i/Em,P (%) 63.4 {1} 25.2 {2} 11.4 {3}

Lagrangian energy from Eq. (42b) (mJ) 5.72 {1} 5.07 {2} 4.67 {3}

Lagrangian energy ratio Li/LP (%) 58.2 {1} 29.0 {2} 12.8 {3}

Rank order based on relative path measures (from Tables 3 and 4) {1} {2} {3}

All paths are connected for the calculations. Values within {} show the path rank orders.

A. Inoue et al. / Journal of Sound and Vibration 313 (2008) 696–722 719
8. Comparative path rank orders using alternative methods or measures

A summary of the relative measures (in terms of the insertion loss values averaged up to 300Hz) for both
the five and the two degrees-of-freedom systems are given in Tables 3 and 4, respectively. Observe a consistent
path order: Path 1 is the most dominant and Path 3 is the least. This suggests that the a and/or b schemes
could be successfully employed for simple (discrete translational type) systems, and that these schemes could
provide a reasonable rank order, since a lower insertion loss (IL) value for the a scheme or a higher insertion
loss level of the b scheme indicates that a particular path is more dominant. Further, the asymptotic regimes
associated with the two degrees-of-freedom system show (see Fig. 11) that the above mentioned path order is
valid in the lower frequency regime since it is governed by the path stiffness (k) values. In the higher frequency
regime (governed by path damping (c) values) Paths 2 and 3 switch orders while Path 1 is still dominant.

Table 5 compares the absolute path measures in terms of spectrally averaged values (up to 300Hz). It is
observed that all path measures, except the mean-square velocity and dissipated powers, follow the path
stiffness (k) order, as well as the ranking suggested by the relative measures of Tables 3 and 4. In fact, the
dissipated power rank seems to mimic the path damping (c) orders, while the rank of mean-square velocity
cannot be directly attributed to any one parameter. The energy-based path measures, especially the relative
ones as shown in Fig. 15, show a clear path order even in the resonant frequency regions, where the absolute
path measures yield somewhat inconsistent and measure-dependent path rank orders. One advantage of
energy-based measures is that the energy or power ratio is meaningful, and their spectra tend to depict a
clearer rank order as shown in Figs. 9, 15(a) and (b). Although the translational systems of this article do not
require energy-based measures, the energy ratio and the insertion loss spectra are desirable from the path rank
ordering perspective. Overall, we have found that the relative path measures yield a more consistent path rank
order for the systems of Figs. 1 and 2. Although some inconsistency in the path rank order could exist given
different path measures, the use of a relative path measure is recommended for a real-life system. Further
study must be conducted to resolve the path rank inconsistency problem.

9. Conclusion

We employed a simple discrete system (with only translations) to critically assess the path identification
issues and to analytically compare the rank orders that could be obtained by using the transfer path analysis
and path disconnect methods. The path force estimation, which is the first stage in the transfer path analysis, is
formulated by a direct (exact) method. Then four indirect, but yet exact, estimation methods are presented.
Although it could be more efficient to employ the indirect methods that use the stiffness (F/X) type frequency
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Fig. 15. Insertion loss (IL) spectra using the b scheme with SG disconnect method for the five degrees-of-freedom system (Fig. 1). (a) IL

based on power ratio PR/PS. (b) IL based on the kinetic energy ratio Em,R/Em,S. (c) IL based on the potential energy Ek,Rg. Key: ——, b
scheme for Path 1; – – – –, b scheme for Path 2; � – � – � –, b scheme for Path 3.
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response functions with blocked boundary conditions, they are usually difficult to implement in practice.
Thus, the compliance (X/F) type frequency response functions with free boundary conditions are utilized in
experimental work. The four alternative indirect (yet exact) force formulations provide the theoretical basis
while yielding further possibilities. The indirect force estimation methods enable the power or energy
estimation of sub-systems in an easier but more accurate manner.

Next, we examined the conventional path disconnect methods and proposed the a and b schemes with five
disconnect methods. For a system with massless paths, specific relations are found especially when the
disconnected path is grounded at the source side (SG). For example, the a�b correlation described in Eq. (45)
indicates that either the a or the b scheme could uniquely determine the other one. The massless path
formulation has been validated by an experiment. The identities of transmissibility and insertion loss for the
two degrees-of-freedom system (with massless paths) are next extended to the five degrees-of-freedom system
with path masses, which are analytically and computationally proven. Such identities yield a simplified and yet
consistent comparison of the paths. In those cases, when a particular disconnect method is difficult to
implement, the identity relations present alternative means of the path quantification process.
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Finally, we have compared the path rank orders using absolute and relative measures. In particular, both
directional and energy-based path measures are used for the insertion loss calculations. While an almost
consistent path order is found in our work, rotational motions should be included in a future study [32]. For
the combined translational–rotational systems, energy-based measures (such as the ones given in this paper)
would be more efficient. Also, further correlations between the a and b schemes should be numerically
(or experimentally) sought in order to gain further insight into the path rank ordering procedures.
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